
IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 9, NO. 1, JANUARY 2007 185

Cross-Layer Packetization and Retransmission
Strategies for Delay-Sensitive Wireless

Multimedia Transmission
Mihaela van der Schaar, Senior Member, IEEE, and Deepak S. Turaga, Member, IEEE

Abstract—Existing wireless networks provide dynamically
varying resources with only limited support for the quality of
service required by the bandwidth-intense, loss-tolerant, and
delay-sensitive multimedia applications. This variability of re-
sources does not significantly impact delay insensitive data
transmission (e.g., file transfers), but has considerable conse-
quences for multimedia applications. Recently, the research
focus has been to adapt existing algorithms and protocols at the
lower layers of the protocol stack to better support multimedia
transmission applications, and conversely, to modify application
layer solutions to cope with the varying wireless networks re-
sources. In this paper, we show that significant improvements in
wireless multimedia performance can be obtained by deploying
a joint application-layer adaptive packetization and prioritized
scheduling and MAC-layer retransmission strategy. We deploy
a state-of-the-art wavelet coder for the compression of the video
data that enables on-the-fly adaptation to changing channel
conditions and inherent prioritization of the video bitstream. We
pose the cross-layer problem as a distortion minimization given
delay constraints and derive analytical solutions by modifying
existing joint source-channel coding theory aimed at fulfilling
rate, rather than delay, constraints. We also propose real-time
algorithms that explicitly consider the available information
about previously transmitted packets. The obtained results show
significant improvements in terms of video quality as opposed to
ad-hoc optimizations currently deployed, while the complexity
associated with performing this optimization in real time, i.e., at
transmission time, is limited.

Index Terms—Cross-layer wireless multimedia transmission,
packetization strategies, retransmission, resilient transmission.

I. INTRODUCTION

WIRELESS networks provide only limited support for
the quality of service (QoS) required by delay-sensitive

and high-bandwidth multimedia applications as they provide
dynamically varying resources in terms of available bandwidth,
due to multipath fading, co-channel interference, and noise
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disturbances. A variety of application-layer solutions have been
proposed to cope with these challenges. These include scal-
able video coding, rate adaptation, (rate-distortion optimized)
scheduling, error-resilience techniques, error-concealment
mechanisms, and joint source-channel coding. An excellent
review of application-layer research in wireless multimedia
streaming is provided in [1]. Cross-layer design for wireless
multimedia transmission has also been investigated (e.g., [5],
[11], and [15]) and the results indicate that a significant gain in
performance can be obtained. However, existing cross-layer so-
lutions often overlook the important issue of packetization and
its relationship to other protection strategies at various layers,
as well as its impact on the distortion and delay performance at
the application layer.

In this paper, we focus on developing content-based flexible
and adaptive packetization strategies for three-dimensional
(3-D) wavelet-encoded video bitstreams and corresponding
medium access control (MAC) retransmission strategies to
enable optimal distortion-resilience-delay tradeoffs for wireless
multimedia streaming. We develop these joint packetization-re-
transmission schemes, in a delay-constrained setting, using a
cross-layer optimization approach, where the application and
MAC layers collaborate to jointly determine the optimal packet
sizes and retransmission limits.

A plethora of application-layer packetization strategies have
been developed for various video compression schemes. Rogers
and Cosman [3] proposed ad-hoc strategies of grouping com-
pressed wavelet image codeblocks into packets for improved re-
silience. Wu, Cheng and Xiong [4] designed optimal strategies
to minimize packetization overheads due to bitstream alignment
and studied the performance of these schemes against packet
erasure at different bit-rates. However, they did not consider any
protections offered by the other layers of the OSI stack. Flexible
packetization of nonscalable video such as H.264 using a net-
work adaptation layer (NAL) has also been proposed [5]. A sim-
ilar NAL could also be implemented for scalable video coders,
such as the wavelet video coder studied in this paper. However,
these application-layer packetization techniques do not consider
the protection and adaptation strategies available at the lower
layers and do not allow for easy multimedia adaptation based
on the channel conditions.

The problem of optimized packetization has also been ad-
dressed at the lower layers of the protocol stack. For instance,
the error-control parameters such as FEC, ARQ, packet length,
and PHY modulation, are optimized based on the network con-
ditions. Qiao and Choi [6] express the effective “goodput” of
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TABLE I
DECODED PSNR FOR PACKET SIZE OPTIMIZED AT MAC LAYER

an 802.11 system as a closed-form function of the data payload
length, the frame retry count, the wireless channel conditions
and the data transmission rate, and use this to select the best
physical layer (PHY) mode for transmitting data. However, this
work does not consider the content characteristics and, as will
be shown in this paper, results in suboptimal performance for
multimedia.

In [7], some initial work has been presented on cross APP-
MAC-PHY layer adaptation for wireless multimedia streaming
that explicitly considers adaptive packetization. However, the
proposed packetization strategy is ad-hoc and uses limited in-
formation about the video content, the deployed compression
scheme, and the relative importance and dependencies among
the various packets.

The problem of joint source-channel coding (JSCC) has been
already discussed in a large number of papers, including [18],
[19], [21]. An excellent review of various existing JSCC tech-
niques can be found in [20]. The retransmission schemes inves-
tigated in our paper may be viewed as a special class of channel
codes, and hence, in this paper, we build on prior research re-
sults by considering content-based optimal packetization strate-
gies at the application layer in conjunction with adaptive re-
transmission limits at the MAC layer in a cross-layer manner.
However, it should be noted that the MAC layer retransmission
exhibits significant benefits as opposed to conventional Adap-
tive Repeat reQuest (ARQ) schemes deployed at the applica-
tion-layer, as the delays incurred are significantly lower when
implemented at the MAC and the retransmission schemes are
already build into existing MAC protocols, such as the 802.11
wireless local-area network (LAN) protocol. Furthermore, we
also investigate the use of content-based distortion propaga-
tion models for the video to drive our optimization, and reduce
the complexity of the proposed scheme. For the video com-
pression, we deploy state-of-the-art wavelet-based video coding
techniques. Specifically, we use the scalable interactive video
(SIV) codec developed by Secker and Taubman [2] that em-
ploys JPEG-2000 like entropy coding for the compression of
the spatio-temporal subbands. The SIV codec provides signifi-
cant benefits for wireless video transmission due to its inherent
rate-scalability that enables on-the-fly adaptation to changing
channel conditions and easy prioritization of video packets for
unequal error-protection purposes. Note, however, that the pro-
posed cross-layer solution can also be deployed for other video
coders (e.g., MPEG-4, H.264 and other state-of-the-art wavelet
video coders such as 3-D ESCOT [22]) and will also result in
performance improvements. However, while the focus of our

paper is not on a particular video-coding scheme, and we focus
on proposing a content-based optimized joint packetization and
retransmission for wireless video transmission under delay con-
straints, the specifics of the deployed video coder will have a
significant impact on the investigated cross-layer optimization
as they affect the distortion propagation, delay constraints, re-
silience to losses, etc.

This paper is organized as follows. Section II formulates
the delay constrained joint MAC-Application problem that
we address in this paper. We start by motivating the need for
cross-layer optimization by highlighting the suboptimality
of deploying a packetization scheme optimized solely at the
MAC layer, without considering the content distortion or video
packet’s deadlines for real-time transmission. Next, we provide
a brief description of the deployed SIV video coder and intro-
duce the notion of reorganizing the SIV bitstream into deadline
layers. We also present a multitrack hinting algorithm that can
be used to achieve the desirable property of reorganizing the
SIV bitstream on-the-fly, based on the channel conditions or
desired application delay, without requiring actual bitstream
reorganization. Next, we formulate our cross-layer optimiza-
tion problem. To enable the cross-layer optimization, we rely
on content-based distortion propagation models to determine
the distortion impact of the various packets. These distortion
models are discussed in Section III. Section IV discusses the
proposed analytical solution for the cross-layer optimization
and Section V presents a real-time cross-layer algorithm for
delay-sensitive wireless video transmission. Section VI presents
our obtained results using different real-time cross-layer algo-
rithms. We present our conclusions and directions for future
research in Section VII.

II. JOINT MAC-APPLICATION LAYER OPTIMIZATION PROBLEM

A. Motivation for Cross-Layer Optimization—a Simple
Packetization Example

In this section, we highlight the need for joint applica-
tion-MAC layer optimization by evaluating existing adaptive
packetization algorithms currently deployed at the MAC layer,
which do not explicitly consider the video applications delay
constraints and distortions [6].

Current 802.11 wireless LANs use orthogonal frequency-di-
vision multiplexing (OFDM) to transmit the data symbols,
and provide different PHY modes with different modulation
schemes and code rates. Assume that the overhead (in terms of
bits) that is added to the packet size from the various OSI layers
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Fig. 1. JPEG2000 code-stream components: four temporal and two spatial decompositions levels.

(PHY, MAC, Network, Transport, Application) is grouped into
one overhead that is common to all packets. We label this over-
head . (As in [6], [26], reflects the frame header
as well as the protocol overhead necessary to send a packet in
a practical implementation.) Since the MAC is agnostic to the
bitstream distortions or the video application delay constraints,
the optimization at this layer is simply aimed at maximizing
the throughput. Given the channel signal-to-noise ratio (SNR)
and the PHY modes, the optimal packet size that maximizes
the throughput is computed in [6] and [26] as

(1)

where is the number of bits per symbol, and is the proba-
bility of symbol error, which will depend on the modulation type
and link SNR [6], [26]. However, this packet-size optimization
mechanism does not consider either the distortion-impact of the
various packets or the video delay constraints. Illustrative re-
sults, comparing the decoded PSNR obtained with this optimal
packet size versus alternative ad-hoc schemes with fixed packet
sizes are summarized in Table I. The results were averaged over
ten different runs. These results are for the Coastguard sequence
(at CIF resolution 30 frames/s) that was compressed using the
SIV codec [13] and for an application-layer delay constraint of
400 ms. Furthermore, the header overhead was 30 bytes
(240 bits). In all scenarios, the retransmission limits have been
set to zero.

From Table I, it can be clearly concluded that the optimal
packet-size determined at the MAC layer results in a suboptimal
performance in terms of the decoded video quality. This moti-
vates the need for cross-layer optimization involving both the
channel conditions, but also explicitly considering the content
characteristics and video encoder features as well as the delay
constraints, when determining the packet sizes and the associ-
ated retransmissions.

B. Brief Description of the Deployed Video Coder and
Multitrack Hinting Approach

As mentioned in the introduction, for the compression of the
video data we use the SIV codec [13] that exhibits excellent
scalability features needed for robust wireless transmission as
well as very good R-D performance. For the temporal filtering,
the SIV codec uses a lifting-based implementation of the 5/3
wavelet filters, and for the spatial transform it uses the 9/7
wavelet filters. The resulting spatio-temporal subbands are em-
bedded within the JPEG2000 codestream syntax [14] allowing

the codec to leverage the syntax and flexibility existing in the
JPEG2000 implementation. In an SIV bitstream, multiple tem-
poral subbands can be grouped into one component (packet).
An example grouping of spatio-temporal subbands from [13]
is shown in Fig. 1.

Each subband is further divided into codeblocks which are in-
dependently decodable units. The codeblocks are encoded into
a layered block bitstream for SNR scalability (see [13] for more
details). To packetize the SIV bistream, we used the strategy
recommended by the JPEG-2000 standard [14], where multiple
quality layers that contain incremental contributions from each
code-block’s layered bitstream, are created (labeled as JPEG-
2000 packets). More details on JPEG-2000 packetization may
be obtained from [14]. However, in order to enable the delay-
sensitive transmission of video packets, we reorganize the bit-
stream into deadline-layers. We illustrate this bitstream reorga-
nization in Fig. 2.

In Fig. 2, we consider a simple case with data from seven
codeblocks organized into three quality layers. Each codeblock
(labeled ) is organized into a layered bitstream, and con-
tributes a certain number of bits to each quality layer, shown
in the figure as the height of the bar. However, in a delay-con-
strained scenario, each codeblock also has an associated de-
coding deadline with it. In the example depicted in the figure
we have five codeblocks with one deadline, and two codeblocks
with another deadline (that is after the deadline for the first
set of codeblocks). This decoding deadline may be determined
based on the encoding parameters (spatio-temporal decompo-
sition structure etc.), the spatio-temporal subband to which the
codeblock belongs, and the application layer tolerable delay. We
discuss how to compute these deadlines in Section II-C.

We then reorganize the bitstream to collect codeblocks with
the same deadline together and label the collection of bits from
different codeblocks within one layer (having the same dead-
line) as one Deadline-Layer. This reorganization is performed
using information about the codeblocks from the JPEG-2000
packet headers. Hence, in the figure, from three quality layers
with two sets of deadlines we generate six deadline-layers. In
general, if there are deadlines, and quality layers, we reor-
ganize the bitstream into deadline-layers. We then adap-
tively packetize the bitstream based on these deadline-layers.
Hence, data with a common decoding deadline could be jointly
packetized, even if it originates from different temporal sub-
bands.

We now briefly discuss a possible solution for hinting the SIV
video bitstream that facilitates the real-time adaptive packeti-
zation, scheduling and retransmission based on instantaneous
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Fig. 2. Reorganization of SIV bitstream Layers (left) into Deadline-Layers (right).

Fig. 3. Deployed multitrack R-D hinting file format.

channel conditions and decoding deadlines (without actually re-
quiring the reorganization of the bitstream). This file storage
format is based on our proposal in [16], and introduces an ab-
straction layer referred to as “multitrack hinting”, which is an
extension of the MP4 file format hinting mechanism [9]. We use
the multitrack hinting concept to structure the SIV bitstream into
multiple sublayers with different distortion impacts (see Sec-
tion II-D) and delay constraints (see Section II-C), as illustrated
in Fig. 3.

The multitrack concept is useful for wireless multimedia
transmission because it enables: i) real-time adaptation of the
packet sizes at transmission time, after the encoding has been
performed; ii) real-time prioritization of different packets based
on distortion impacts and changing delay constraints; and 3)
real-time optimized scheduling of video packets based on their
deadline and the transmission of the previous packets (see
Section IV).

C. Computing Delay Deadlines—an Illustrative Example

Motion-compensated temporal filtering (MCTF) is used to
filter frames within a group of pictures (GOP) into temporal
low-pass and high-pass frames. During this process, dif-
ferent temporal filters such as the Haar or the 5/3 filters (corre-
sponding to bi-directional filtering) may be used. Additionally,
the process is applied recursively to the subsequently-produced

frames thereby creating a temporal decomposition pyramid.

An example of such a temporal decomposition for a GOP with
eight frames is shown in Fig. 4.

In Fig. 4 the frames are decomposed into temporal
levels. We use the notation to indicate the th frame of
temporal level , where and . Equiv-
alently, the notation is used to indicate the remaining
frame at the last level after the completion of the temporal de-
composition in the GOP. It is important to notice that the ex-
ample of MCTF illustrated in Fig. 4 represents only one instan-
tiation out of the many possible.

In this illustrative example, the filtered frames , ,
, and should be available in the receiving buffer before

the decoder can reconstruct and play back the original frame
. This implies that these frames in the temporal decompo-

sition have the same deadline (corresponding to the decoding
deadline of frame ) before which all of their video packets
should arrive in the receiving buffer.

We extend the above example to compute the deadlines for all
the filtered frames for a 16 frame GOP, with four temporal levels
(this is what we use in all our experiments). If the video is played
back such that decoded frame is displayed at time instant , the
deadlines for the corresponding temporally filtered 16 frames in
the bitstream are shown in Fig. 5.

Fig. 5 shows the decoding deadlines of each of the frames
with and without an extra (application tolerable) delay sec-
onds. When there is an application-tolerable delay, the deadlines
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Fig. 4. MCTF decomposition.

for the filtered frames are shifted appropriately. Hence, when the
media server schedules and transmits a packet, it should con-
sider the deadline (including the tolerated application delay) of
its corresponding video frame.

D. Joint Cross-Layer Optimization Problem

We pose our problem in terms of packetizing (and adaptively
retransmitting the obtained packets) the SIV bitstream reorga-
nized into deadline-layers. By first reorganizing the bitstream
into these deadline-layers, we ensure that we do not packetize
data from different deadline-layers into one packet.

The goal of our cross layer optimization is to determine the
optimal packet size and maximum number of times each
packet can be transmitted, , such that the expected video
distortion is minimized, under a given delay constraint. Based
on whether packet is received or lost, the decoded video ex-
periences distortion or . Hence, when a packet is
successfully received, the decoded distortion decreases by an
amount , where . This represents
the utility (benefit) of receiving the packet. The goal of our opti-
mization strategy is to maximize the expected utility for a GOP

(2)

with being the number of packets within a GOP and
being the probability of successfully receiving packet , given
the bit-error probability , subject to a delay constraint

(3)

where is the actual time it takes to transmit packet and
is the time deadline for the packet to be received at

the application layer of the client in order to be decoded and
displayed1. The deadlines are determined based on the coding
dependencies between frames (and thus, the encoding structure
and parameters) and also include the maximum delay tolerated
at the application layer . We further examine the im-
pact of this tolerable delay on the decoded video
quality, in the results section.

In the considered wireless video transmission scenario, there
are two reasons for discarding packets: due to packet loss from
the BER in the wireless link, and due to exceeded packet trans-
mission deadlines. We define as the probability of suc-
cessfully receiving the packet given bit errors in the network.
With packet size (bits) and bit-error probability (con-
trolled by the physical layer, based on the channel SNR, channel
coding and modulation strategy used etc.), the packet loss prob-
ability is . Furthermore, if we assume that
the wireless link is a memoryless packet erasure channel [6],
such that the packets are dropped independently, we can calcu-
late the probability of success for packet with an upper limit on
the number of transmissions (i.e., a retransmission limit

) as

(4)

The goal of our packetization and retransmission assignment
policy is to solve the delay-constrained optimization problem
defined by (2) and (3). Two important differences exist between
the conventional JSCC optimization and our optimization.
First, in JSCC, the optimal channel codes are determined

1Note that we do not transmit any packets of the GOP beyond the deadline of
the last packet within the GOP to avoid any impact on future GOPs, since in the
SIV codec GOPs are treated as independent entities.
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Fig. 5. Decoding deadlines for a 16–frame GOP (a) without additional delay and (b) with additional delay.

given channel rate-constraints, while we are focusing on the
delay-constrained transmission scenario for adaptive MAC re-
transmission and packetization. Second, due to the MAC-layer
feedback implemented within the 802.11 wireless protocol,
we have access to timely information about the lost packets
and the actual time that was needed for transmitting a packet

. Hence, we perform our cross-layer optimization
using on-line algorithms that combine real-time information
with expected packet loss information, unlike in the con-
ventional JSCC schemes that are deployed at the application
layer. Furthermore, the work in this paper also differs from
the framework for rate-distortion optimal delivery of streaming
scalable media proposed by Chou et al. [24], [25] for both FEC
and retransmission with deadlines. This is because we rely on
the implemented MAC retransmission strategies to consider the
actual transmissions for our cross-layer optimization rather than
considering the current transmission and hypothetical future
retransmission to optimize the expectation of a Lagrangian cost
function. Hence, rather than modeling the effect of different
transmission policies on the properties of a Markov decision
process [20], [24] and finding the strategy that maximizes the
expectation of the video quality over all possible paths, we
propose to explicitly consider the features of state-of-the-art
wireless LAN protocols and develop a cross-layer solution
where:

i) the feedback is considered to be immediate, such that
coding dependencies are guaranteed to be satisfied,
thereby avoiding the polynomial optimization objective
encountered in [20] and [24];

ii) the approach is greedy, in the sense that all resources can
be consumed in transmitting data which has one deadline,
before considering the transmission of data with a later
deadline.

III. CONTENT-BASED DISTORTION-PROPAGATION MODELS

To determine the distortion impact of any packet on the de-
coded video GOP, we need to consider the propagation of this
distortion across the spatio-temporal decomposition tree. Since
it is computationally expensive to determine the actual distor-
tion impact exhaustively for each packet, we propose instead to
use distortion models that are determined based on content char-
acteristics.

In this paper, we use distortion propagation models that were
derived in [12], and have been shown to accurately capture the
variations in content as well as motion characteristics of the se-
quence2. In this model, the basic idea is to determine for each
video sequence specific low-level features such as the average
signal variance, and based on these to predict the distortion im-
pact for different packet losses. At run-time, we use these pre-
dicted distortions to determine the optimal cross-layer strategy.
Several research papers on developing distortion propagation
models for 3-D wavelet schemes already exist, including [8],
[14], and [17]. The work in [12], extended prior work to de-
velop a unified mathematical model that describes the opera-
tional behavior of motion-compensated wavelet video coders
for different encoder settings. There are two parts involved in
the modeling: 1) develop a distortion propagation model within
one frame and 2) develop a distortion propagation model across
frames, by tracking the propagation of quantization noise along
the 3-D wavelet decomposition trees. Furthermore, the model
parameters are tuned depending on the sequence content and
motion characteristics.

The spatial distortion propagation within each frame is de-
rived as in [14]. For a -scale 2-D spatial domain wavelet trans-
form, with subbands, let the th orientation
in scale be denoted as subband , and the coarsest repre-
sentation subband be . The average distortion in the frame
caused by quantization of its subband coefficients can be deter-
mined as

(5)

where is the synthesis gain and is the quantization
noise associated with subband . Hence, by determining the
quantization error associated with a subband or within the
wavelet coefficients encapsulated in a video packet, the distor-
tion impact on the frame can be determined. We can also use this
equation in the loss case, where we replace with the energy
of the subband being discarded. Similarly, to determine the dis-
tortion impact of a single packet loss, we only need to determine

2Note that the SIV codec also uses distortion models to perform rate allocation
across these different quality layers. While the SIV spatial distortion propaga-
tion model is very accurate, the temporal propagation model does not explicitly
consider irregular motion fields (with several multiple-connected and uncon-
nected pixels). Hence, we use instead, the models proposed in [12].
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Fig. 6. Pixels classification into three types: multiple connected, connected,
and unconnected [8].

which subband it belongs to and replace with the contribu-
tion of this packet to the energy of the coefficients within it3.

We now describe the modeling of temporal distortion propa-
gation across different temporal levels for the structure of
3-D wavelet video coders. State-of-the-art wavelet video coders
typically use the Haar filter and 5/3 filter for MCTF. First, we
discuss the simplest filter (the Haar filter), because it was used
in prior work [8], and then present the generalized results for
longer filters, such as the ones used in the SIV coder. If the
even and odd frames in the temporal lifting structure are la-
beled and , the corresponding high-pass filtered frame
has the same time location as frame and the low-pass frame
has the same time location as frame . During motion estima-
tion, pixels can be classified into three types: connected, uncon-
nected, and multiple connected. We show an example of this in
Fig. 6 (which is taken from [8]).

Let be the fraction of connected pixels, be the fraction
of unconnected pixels, and be the fraction of multiple con-
nected pixels. It is well known, and can be seen from Fig. 6,
that and . For connected pixels, a mo-
tion vector can be determined which maps the motion trajec-
tory from frame to frame with the inverse motion vector
mapping the motion trajectory back from frame to frame .
Multiple connected pixels may be treated identically to the con-
nected pixels [8].

The work in [12] extends the derivation proposed in [8].
Using that, we can compute a recursive relationship that
captures the average distortion of frames in the th
temporal level given the distortion of and frames at the th
temporal level as

(6)

where the superscript denotes the th temporal level. In the
above equation, is the observed distortion in the high-pass

frame, and is the distortion in the low-pass frame (that
may be derived from the inversion of a previous temporal level).
Iterating through all the temporal levels , we can obtain the
average distortion in the decoded video frames i.e., at level

3This information about the contribution of a packet to the energy of the sub-
band coefficients may be extracted from the SIV bitstream that computes it for
each codeblock during encoding R-D optimization.

(after inverse temporal filtering) as

(7)

where and are calculated using (5). Note that this
derivation can be considered as an approximation for the cases
where subpixel interpolation is used for motion estimation.

The lifting structures for longer filters such as the 5/3 and
9/7 filters are much more complicated than that for the Haar
filter, which makes it almost impossible to track the distortion
along the temporal wavelet decomposition tree. In order to sim-
plify the analysis, we model the resultant average distortion of

frames in the th temporal level as a linear combination of
the distortions of the and frames at the th temporal
level. This is a reasonable assumption if the distortions from the
two frames are uncorrelated. More specifically, we model

(8)

where the weights and are determined empirically
and depend heavily on the lifting structures, deployed motion
estimation method, and sequence motion characteristics. Hence,
the average distortion for the original video frames may be com-
puted as

(9)

Equation (7) is a special form of (9). In particular, for the Haar
example, these weights are and

.
In general, for an arbitrary temporal decomposition structure,

the weights and are first trained using experi-
mental data, and once this is done the model is then used to make
predictions of operational distortion propagation in real-time,
for various coding parameters (see [12] for more details). In this
paper, the model was trained separately for sequences with dif-
ferent levels of motion, in particular for one GOP each from the
Coastguard and Foreman sequences. These trained models were
used in the results section to compute the content-based distor-
tion propagation for the various deadline-layers and as a result,
for the packets themselves.

IV. PACKETIZING AND RETRANSMITTING DATA

WITH COMMON DEADLINES

In order to derive a solution to our optimization problem, we
rely on prior JSCC research. There have been several different
approaches, including [18]–[21], to solve the related problem
of optimizing distortion for a (scalable) source, under a con-
strained total transmission length, by adjusting the channel code
redundancy appropriately. The authors in [21] present a gen-
eral Lagrangian optimization formulation to derive the optimal
code-length and redundancy for a family of convex and non-
convex sources. Our solution will be derived based on their gen-
eral formulation.
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Consider the problem of solving the cross-layer optimiza-
tion for all deadline-layers with one common deadline. First,
we show that we can map this problem of delay-constrained
transmission into a rate-constrained transmission. Based on our
discussion in Section II-B there are deadline-layers with a
common decoding deadline, which we label Deadline. We want
to partition each deadline-layer into packets (one or more) and
determine the optimal retransmission strategy for this set of
packets. Let one such partitioning lead to a total of packets
(for this set of deadline layers). Furthermore, consider that
packet , with packet size 4, is transmitted times. Then,
given the physical layer transmission rate , the time
to transmit this packet may be computed as

(10)

where is the timing overhead for the 802.11 MAC pro-
tocol (necessary to send a packet in a practical implementation),
which can be approximated based on [22] and includes the time
of waiting for acknowledgements, duration of empty slots, ex-
pected backoff delays for transmitting a frame etc. Given that
all packets have the same deadline, we may rewrite the delay
constraint (from Section II-D) on the packet transmission as

(11)

or, equivalently

(12)

where we include the time overhead as an equivalent packet
length overhead. We can further rewrite this as

(13)

Hence, our delay-constrained optimization becomes

(14)

This is similar to the formulation of Thie and Taubman [21],
where corresponds to the redundancy rate associated with
packet . However, since the actual value of cannot be de-
termined analytically without actually transmitting the packet
(it is a particular instance of an underlying random process), we
consider the expected redundancy rate, in terms of the expected
number of transmissions of the packet. For packet with a trans-
mission limit the expected number of times the packet is

4Given that all bits within a deadline-layer have roughly the same importance,
we partition each deadline-layer into equal parts for packetization. Hence, the
packet sizes L are the same for all packets within one deadline-layer. Further-
more, we assign the same retry limit to packets from the same deadline-layer.

transmitted is

(15)

Using a similar Lagrangian formulation as in [20] and [21], we
can rewrite our optimization functional as

(16)

where is the Lagrange multiplier. The goal of the op-
timization is thus to maximize . This problem may be further
decomposed into a set of independent optimizations for the
packets, where the goal is to optimize the individual cost func-
tional

(17)

A direct consequence of the result reported in [20] and [21] to
our problem is that the optimal solution may be obtained based
on the convex hull of the probability of success versus the
expected redundancy rate curve. Note that the actual packet
length parameterizes this curve. In particular, the optimal
solution ( , ) is obtained on the curve at the point
with the maximum redundancy, where the slope of the curve
is larger (or equal) than the parameter . More details on de-
termining the optimal using e.g., a bisection search, and the
corresponding optimal retransmission limit and packet size may
be obtained from [20].

Comparing the derived expressions for and for the
considered cross-layer optimization, we can clearly see that they
have a linear relationship (with a slope ). Hence, for such
a linear curve, the optimal limit on the number of transmissions

for packet will be , when and 0
otherwise, i.e., either transmit a packet until it is received, or do
not transmit the packet at all. This is an important result, which
indicates that the optimum retransmission policy is to retransmit
as often as needed the most important packets
corresponding to high distortion impacts and to not transmit the
less important packets at all.

Using the above analysis, we can develop a real-time al-
gorithm to tune the retransmission limit based on the actual
number of packet transmissions (instead of the expected redun-
dancy rate). After analytically determining the optimal packet
size5 and the maximum number of packet transmissions (as

or 0), we sort the set of packets in decreasing order of the
fraction . The packets are then transmitted
in this order, where no packet is transmitted before all pre-
ceding packet transmissions are either completed or terminated.
This ensures that coding dependencies between the layers are
maintained and the additive distortion model is not violated.
Since, in our delay-constrained wireless video transmission,
the maximum number of times a packet can be transmitted

5Note that the packet size is upper-bounded by the size of the deadline layers.



VAN DER SCHAAR AND TURAGA: CROSS-LAYER PACKETIZATION AND RETRANSMISSION STRATEGIES 193

TABLE II
PROPOSED REAL-TIME GREEDY ALGORITHM FOR ADAPTIVE PACKETIZATION AND MAC RETRANSMISSION

cannot actually be , and is bounded by the delay deadline
Deadline (which in this section is assumed to be the same for
all packets), we tune this limit for each packet based on the
actual number of observed transmissions that occurred before
it, as

(18)
where is the floor operation.One additional advantage of
computing this limit in real-time is that we can recompute the
retransmission limits (and also packet sizes if necessary) when
the channel condition or used PHY modulation strategy (that
determines ) change. Hence, for data belonging to dif-
ferent deadline-layers with a common deadline, we can deter-
mine the optimal packet size as well as the retransmission limit
using the above analysis. In Section V, we extend this approach
to the case when we have deadline-layers with different de-
coding deadlines for the real-time transmission scenario.

V. PROPOSED REAL-TIME CROSS-LAYER ALGORITHM

FOR WIRELESS VIDEO STREAMING

In this section, we extend the analysis in Section IV to include
sets of packets with different deadlines, as is the case in typical

video streaming scenarios. One approach to solve this cross-layer
optimization is to formulate it as a joint optimization problem
(optimization across different deadlines, quality layers etc.) like
performed in [20], [24]. However, the complexity of suchanalgo-
rithmincreasesrapidlywith thenumberofdifferentdeadlines that
need to be considered, especially as each transmission impacts
all future transmissions. Additionally, such a joint optimization
would require that assumptions are made about future channel
conditions, modulation strategies employed, etc.

Instead, we use a real-time greedy approach, which is based
on the analysis in the previous section, but which has the bene-
fits of simplicity, as well as of enabling real-time instantaneous
adaptation to varying channel conditions or PHY modulation
strategies. In this greedy approach, we solve the optimization
problem (to determine the optimal packet size and the retrans-
mission limit) independently for each set of deadline-layers with
a common deadline. Note that our approach does not consider
the benefits of transmitting packets (deadline-layers) with a late
deadline before packets with an earlier deadline (which might
be advantageous in some cases). However, a major advantage of
3-D wavelet video coders such as SIV is that the packets with
the largest distortion impact are mostly transmitted with an early
decoding deadline due to the hierarchical temporal structure de-
ployed, and hence, the greedy algorithm is likely to perform
close to the optimal solution. Our real-time greedy algorithm
is outlined in more detail in Table II.
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TABLE III
OPTIMIZATION STRATEGIES CONSIDERED

In Table II, the superscript corresponds to a group of packets
having the same deadline . In Section VI, we examine
the performance of such a scheme under different loss and delay
scenarios and compare it against alternative algorithms.

VI. SIMULATION RESULTS AND DISCUSSION

We present the performance of the proposed real-time cross-
layer algorithms for the video sequences Coastguard, Foreman,
and Mobile at CIF resolution and 30 frames/s. We consider the
application layer delay to take various values from
very low delays6 (250 ms) to larger delays (up to 2 s) in order
to highlight the performance of our algorithms under different
transmission scenarios. We use a GOP structure with 16 frames
with four levels of temporal decomposition, and five levels of
spatial decomposition. We encode the SIV bitstream into ten
quality (rate) layers. The overheads and adaptive modulation
strategies are determined as in [6] and [7].

6Note that the encoding was performed offline, and the abovementioned de-
lays are only transmission delays.

We compare our proposed cross-layer optimization scheme
against a heuristic algorithm that uses the MAC packetization
strategy and assigns retransmission limits solely based on the
temporal level that the packet belongs to. Additionally, we
present different sets of results to highlight the incremental
gains achievable with the real-time tuning of the retransmission
limit, and the use of the optimal packet sizes. Specifically,
we consider four algorithms whose features we describe in
Table III.

In Table III, we collapse columns corresponding to pack-
etization, retransmission limit and transmission whenever the
algorithm determines these jointly. The OPR algorithm corre-
sponds to the greedy algorithm described in Section V. By com-
paring the Heuristic algorithm with the InfZero algorithm, we
can determine the incremental benefit of determining the re-
transmission limit using a JSCC optimization framework versus
assigning it heuristically, and transmitting packets in the order of
their deadlines. Next, by comparing the InfZero algorithm with
the OR algorithm, we can measure the benefits of tuning the re-
transmission limit online, based on the specific delay deadline,
by using information about the actual transmission. Finally, we
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TABLE IV
FOREMAN SEQUENCE: PSNR (16 FRAME GOP) IN dB

TABLE V
COASTGUARD SEQUENCE: PSNR (16 FRAME GOP) IN dB

can determine the benefit of jointly determining the packet size
and the retransmission limit by comparing the OPR algorithm
against the OR algorithm.

We present decoded PSNR results for different bit-error rates,
and different tolerable application layer delays in Ta-
bles IV –VI. The results are averaged across 100 runs of an in-
dependent error-generating process.

As expected, while the decoded quality decreases, the gains
for the optimized algorithms (as compared against the Heuristic
algorithm) increase with tighter delay constraints. An important
observation we make is that the gains of increasing the decoding
bit-rate are limited by the decoding delay constraints. Hence,
with a tight (250 ms) delay constraint, there is virtually no gain
in the decoded PSNR whether we transmit data encoded at 1024
or 768 kbps. This is because the original bit-rate matters little
when the delay tolerance is small, and the proposed algorithm
effectively truncates the original stream by assigning 0 trans-
missions to some packets. As we relax the delay constraint, the
gains from encoding at higher bit-rate become more apparent,
however they are still not as high as the actual coding gain (de-
coding with no loss at these bit-rates). As can be seen from the

tables, the InfZero algorithm outperforms the Heuristic algo-
rithm by up to 1.5 dB (at 250 ms). The real-time tuning further
improves the performance by around 0.2–0.3 dB, and finally, the
joint determination of the packet size and retransmission limit
leads to an additional improvement of up to 1.3 dB. Overall, the
OPR algorithm outperforms the Heuristic algorithm by over 2
dB, highlighting the need for such an optimization strategy.

VII. CONCLUSIONS

In this paper, we propose a cross-layer (joint application
and MAC) optimized packetization and retransmission strategy
for delay-sensitive multimedia transmission over wireless net-
works. We first motivate the need for cross-layer optimization
and conclude that both the packetization and retransmission
strategies need to be optimized jointly based on the distortion
impact and delay constraints of the various packets. We formu-
late this joint optimization problem in terms of maximizing the
expected utility per GOP given delay constraints. Our proposed
solution is derived using the analysis presented in the more
general formulation for JSCC proposed in [20] and [21]. We
extend that analysis specific to the delay-constrained problem
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TABLE VI
MOBILE SEQUENCE: PSNR (16 FRAME GOP) IN dB

(as that provides a solution for a rate-constrained problem) and
tune the analytical solution in real-time based on the available
MAC-feedback and changing channel conditions.

Summarizing, the main conclusions of this paper are three-
fold. First, an analytical solution can be determined based on
prior joint source-channel coding research, for a special case
of the considered cross-layer optimization problem, i.e., when
all packets have the same decoding deadline. Under such a
scenario, the optimal cross-layer strategy results in retransmit-
ting the most important packets (subbands) as often as needed
and discarding the lesser important packets. Second, we use
the above analysis to develop a real-time greedy algorithm to
perform cross-layer optimization for the case when different
sets of data have different decoding deadlines. This proposed
greedy algorithm can successfully take advantage of the avail-
able feedback at the MAC about the actual number of times
previous packets have been transmitted to correctly determine
the number of times the current packet can be retransmitted.
Moreover, this algorithm can also successfully adapt on-the-fly
to the changing channel conditions or physical layer modulation
strategies. Finally, the proposed algorithm achieves significant
improvements of 2 dB or more for a variety of video sequences,
transmission bit-rates and delay constraints.

ACKNOWLEDGMENT

The authors would like to thank the anonymous reviewers that
pointed out that it is possible to derive an analytical solution
to the proposed cross-layer optimization based on prior joint
source-channel coding research and provided numerous other
essential comments. The paper has been improved significantly
as a result of their comments.

REFERENCES

[1] B. Girod and N. Farber, “Wireless video,” in Compressed Video Over
Networks, M. T. Sun and A. R. Reibman, Eds. New York: Marcel
Dekker, 2001.

[2] A. Secker and D. Taubman, “Lifting-based invertible motion adaptive
transform framework for highly scalable video compression,” IEEE
Trans. Image Process., vol. 12, no. 12, pp. 1530–42, Dec. 2003.

[3] J. Rogers and P. Cosman, “Wavelet zerotree image compression with
packetization,” IEEE Signal Process. Lett., vol. 11, no. 5, pp. 105–107,
May 1998.

[4] X. Wu, S. Cheng, and Z. Xiong, “On packetization of embedded multi-
media bitstreams,” IEEE Trans. Multimedia, vol. 3, no. 1, pp. 132–40,
Mar. 2001.

[5] S. Wenger, “H.264/AVC over IP,” IEEE Trans. Circuits Syst. Video
Technol., vol. 13, no. 7, pp. 645–56, Jul. 2003.

[6] D. Qiao, S. Choi, and K. G. Shin, “Goodput analysis and link adaptation
for IEEE 802.11a wireless LAN,” IEEE Trans. Mobile Comput., vol. 1,
no. 4, pp. 580–589, Jun. 2002.

[7] M. van der Schaar, S. Krishnamachari, S. Choi, and X. Xu, “Adaptive
cross-layer protection strategies for robust scalable video transmission
over 802.11 WLANs,” IEEE J. Select. Areas Commun., vol. 21, no. 10,
pp. 1752–1763, Dec. 2003.

[8] T. Rusert, K. Hanke, and J. Ohm, “Transition filtering and optimization
quantization in interframe wavelet video coding,” in VCIP, Proc. SPIE,
2003, vol. 5150, pp. 682–93.

[9] D. Singer, W. Belknap, and G. Franceschini, ISO Media File
Format Specification—MP4 Technology Under Consideration for
ISO/IEC 14496-1:2002 Amd 3 2001, Committee Draft, ISO/IEC
JTC1/SC29/WG11 MPEG01/N4270-1.

[10] S. McCanne, V. Jacobson, and M. Vetterli, “Receiver-driven layered
multicast,” in Proc. ACM SIGCOMM’96, 1996, pp. 117–130.

[11] A. Majumdar, D. G. Sachs, I. V. Kozintsev, and K. Ramchandran,
“Multicast and unicast real-time video streaming over wireless LANs,”
IEEE Trans. Circuits Syst. Video Technol., vol. 12, no. 6, pp. 524–534,
Jun. 2002.

[12] M. Wang and M. van der Schaar, “Rate-distortion modeling for wavelet
video coders,” in Proc. ICASSP, Philadelphia, PA, Mar. 2005.

[13] D. Taubman, M. Reji, D. Maestroni, and S. Tubaro, SVC Core Exper-
iment 1—Description of UNSW Contribution 2004, MPEG document
m11441.

[14] D. S. Taubman and M. W. Marcellin, JPEG 2000-Image Compression
Fundamentals, Standards and Practice. Norwell, MA: Kluwer, 2002.

[15] Q. Li and M. van der Schaar, “Providing adaptive QoS to layered video
over wireless local area networks through real-time retry limit adapta-
tion,” IEEE Trans. Multimedia, vol. 6, no. 2, pp. 278–290, Apr. 2004.

[16] ——, A Flexible Streaming Architecture for Efficient Scalable Coded
Video Transmission Over IP Networks 2002, ISO/IEC JTC 1/SC
29/WG 11/M8944.

[17] G. Feideropoulou and B. Pesquet-Popescu, “Stochastic modeling of the
spatio-temporal wavelet coefficients—Application to quality enhance-
ment and error concealment,” EURASIP J. Appl. Signal Process., vol.
2, pp. 1931–1942, 2004.

[18] R. Puri, K.-W. Lee, K. Ramchandran, and V. Bharghavan, “Forward
error correction (FEC) codes based multiple description coding for
internet video streaming and multicast,” Signal Process.: Image
Commun., vol. 16, no. 8, pp. 745–762, May 2001.

[19] A. E. Mohr et al., “Unequal loss protection: Graceful degradation of
image quality over packet erasure channels through forward error cor-
rection,” IEEE J. Select. Areas Commun., vol. 18, no. 6, pp. 819–828,
Jun. 2000.

[20] J. Thie, Optimal Erasure Protection Assignment for Scalably Com-
pressed Data Over Packet-Based Networks 2003, Ph.D. dissertation,
Univ. New South Wales. Sydney, Australia.



VAN DER SCHAAR AND TURAGA: CROSS-LAYER PACKETIZATION AND RETRANSMISSION STRATEGIES 197

[21] J. Thie and D. Taubman, “Optimal erasure protection assignment for
scalable compressed data with small packets and short channel code-
words,” EURASIP J. Appl. Signal Process., no. 2, pp. 207–219, Feb.
2004.

[22] G. Bianchi, “Performance analysis of the IEEE 802.11 distributed co-
ordination function,” IEEE J. Select. Areas Commun., vol. 18, no. 3,
pp. 535–547, Mar. 2000.

[23] J. Xu, Z. Xiong, S. Li, and Y. Zhang, “Three-dimensional embedded
subband coding with optimized truncation (3-D ESCOT),” Appl.
Commun. Harmonic Anal., vol. 10, pp. 290–315, 2001.

[24] P. A. Chou and Z. Miao, Rate-Distortion Optimized Streaming of Pack-
etized Media 2001, Microsoft Research Tech. Rep. MSR-TR-2001-35.

[25] P. A. Chou, A. E. Mohr, A. Wang, and S. Mehrotra, “FEC and
pseudo-ARQ for receiver-driven layered multicast of audio and
video,” in Proc. IEEE Data Compression Conf., Snowbird, UT, Mar.
2000, pp. 440–449.

[26] E. Setton, T. Yoo, X. Zhu, A. Goldsmith, and B. Girod, “Cross-layer
design of ad-hoc networks for real-time video streaming,” IEEE Wire-
less Commun. Mag., vol. 12, no. 4, pp. 59–65, Aug. 2005.

Mihaela van der Schaar (SM’04) received the
Ph.D. degree from Eindhoven University of Tech-
nology, The Netherlands, in 2001.

She is currently an Assistant Professor in the
Electrical Engineering Department at the University
of California, Los Angeles (UCLA). Prior to this,
she was between 1996 and June 2003 a Senior Re-
searcher at Philips Research in the Netherlands and
USA, where she led a team of researchers working
on multimedia coding, processing, networking, and
streaming algorithms and architectures. She has pub-

lished extensively on multimedia compression, processing, communications,
networking and architectures and holds 28 granted U.S. patents and several
more pending.

Dr. van der Schaar was an active participant to the ISO Motion Picture Expert
Group (MPEG) standard since 1999, to which she made more than 50 contri-
butions and for which she received three ISO recognition awards. She was also
chairing for three years the ad-hoc group on MPEG21 Scalable Video Coding,
and also co-chairing the MPEG ad-hoc group on Multimedia Test-bed. She was
also elected as a Member of the Technical Committee on Multimedia Signal
Processing and of the Technical Committee on Image and Multiple Dimensional
Signal Processing, both of the IEEE Signal Processing Society. She was an As-
sociate Editor of IEEE TRANSACTIONS ON MULTIMEDIA and SPIE Electronic
Imaging Journal. Currently, she is an Associate Editor of IEEE TRANSACTIONS

ON CIRCUITS AND SYSTEM FOR VIDEO TECHNOLOGY (T-CSVT) and of IEEE
Signal Processing Letters. She received the NSF CAREER Award in 2004, IBM
Faculty Award in 2005, Okawa Foundation Award in 2006 and the Best Paper
Award for her paper published in 2005 in the IEEE T-CSVT.

Deepak S. Turaga (M’01) received the B.Tech. degree in electrical engineering
from the Indian Institute of Technology, Bombay, in 1997 and the M.S. and
Ph.D. degrees in electrical and computer engineering from Carnegie Mellon
University, Pittsburgh, PA, in 1999 and 2001, respectively.

He is currently a Research Staff Member in the Exploratory Stream Pro-
cessing Department, IBM T. J. Watson Research Center, Hawthorne, NY. He
was with Philips Research during 2001–2003 and with Sony Electronics during
2003–2004. His research interests lie primarily in statistical signal processing,
multimedia coding and streaming, machine learning, and computer vision appli-
cations. In these areas, he has published over 30 journal and conference papers
and one book chapter. He has also filed over 15 invention disclosures and has
participated actively in MPEG standardization activities.

Dr. Turaga is an Associate Editor of the IEEE TRANSACTIONS ON

MULTIMEDIA.


